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• Fine-scale simulation of surface temper-
ature (LST), mean radiant temperature
(MRT) and UTCI

• Fast and detailed assessment of urban
thermal comfort for different urban forms

• Identification of priority areas for climate
change adaptationmeasures in urban en-
vironments

• Impact of sky view factor on calculations
for bioclimatic conditionswas substantial.

• High-albedo surfaces decrease LST but in-
crease MRT and UTCI effecting human
thermal comfort.
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Surface characteristics play a vital role in simulations for urban bioclimatic conditions. Changing relationships
and distribution patterns of sealed and vegetated surfaces as well as building geometry across different scales
in urban environments influence surface temperatures. Cities comprise different urban forms, which, depending
on their surface characteristics, enhance the heating process, increasing the emergence of urban heat islands
(UHIs). Detecting priority areas to introduce multi-beneficial climate change adaptation measures is set to be a
key task for the cities long-term strategies to improve climatic conditions across different urban structures and
scales.We introduce a simple and fast spatialmodelling approach to carry out fine-scale simulations for land sur-
face temperature (LST), mean radiant temperature (MRT) and Universal Thermal Climate Index (UTCI) in a 2D
environment. Capabilities of our modelling approach are demonstrated in evaluating urban thermal comfort in
the alpine city of Innsbruck, the capital of Tyrol inwestern Austria. Results show amajor contrast between sealed
and vegetated surfaces reflected in the distributional patterns and values of LST, MRT and UTCI, correlating with
the appearance and frequency of specific surface classes. We found the Sky View Factor to have a substantial im-
pact on calculations for bioclimatic conditions and see high-albedo surfaces decrease LST but increase the appar-
ent temperature (MRT and UTCI values) effecting human thermal comfort. Furthermore, MRT and UTCI aremore
sensitive to changes in emissivity values, whereas LST is more sensitive to changes in Bowen Ratio values. Appli-
cation of our modelling approach can be used to identify priority areas and maximise multi-functionality of cli-
mate change adaptation measures, to support urban planning processes for heat mitigation and the
implementation of policy suggestions to achieve sustainable development goals and other political objectives.
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Nomenclature

A Atmospheric radiation, [W/m2]
ak Absorption coefficient of the irradiated body surface

area of short-wave radiation, [/]
B Soil flux, [W/m2]
Bo Bowen Ratio, [/]
CIR Coloured-Infrared, [μm]
DEM Digital Elevation Model, [m]
Dd Diffuse radiation, [W/m2]
Di Direct radiation, [W/m2]
Ds Short-wave reflected global radiation from the surface,

[W/m2]
E Long-wave radiation flux density emitted by the sur-

face, [W/m2]
ε Surface Emissivity, [/]
εp Emission coefficient of the human body, [/]
Fi Solid angle portion factor, [/]
fp Surface projection factor, [/]
G Global radiation, [W/m2]
I⁎ Radiation intensity of the sun perpendicular to the inci-

dent radiation direction, [W/m2]
LST Land Surface Temperature, [°C]
MRT Mean Radiant Temperature, [°C]
N Cloudiness, [Okta]
NDVI Normalised Difference Vegetation Index, [/]
NIR Near Infrared, [μm]
PVapour Water vapour pressure, [kPa]
Q Net all-wave radiation flux density. [W/m2]
RH Relative Humidity, [%]
SVF Sky View Factor, [/]
Ta Air temperature, [°C]
TMRT Mean Radiant Temperature (using the 2D approach for

open areas), [°C]
T⁎MRT Mean Radiant Temperature (neglecting direct radia-

tion), [°C]
TMRT

⁎ Mean Radiant Temperature (using the SVF-approach),
[°C]

Ts Land Surface Temperature (calculated within this
Study), [°C]

UTCI Universal Thermal Climate Index, [°C]
UWind Wind speed, [m/s]
VIS.G Green portion of the visible light spectrum, [μm]
VIS.R Red portion of the visible light spectrum, [μm]
Vp Vapour pressure, [hPa]
σ Stefan-Boltzmann constant (5.67∙10−8), [W/m2K4]
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1. Introduction

In the face of rapid urban and population growth, with climate
change altering global and local temperature patterns and dry periods
as well as the amount of Excessive Heat Events (EHE) occurring more
frequently (IPCC, 2014; Gobiet et al., 2014; Chimani et al., 2016; IPCC,
2018; Bastin et al., 2019), urban planning is becoming increasingly de-
manding (Norton et al., 2015). Surface sealing and the decline in vege-
tation in cities combined with the aforementioned climatic
phenomena increase the emergence of urban heat islands (UHIs),
thereby adversely altering thermal comfort across districts during ex-
treme events. Cities influence climatic conditions (e.g. air temperature,
wind velocity, cloud cover, precipitation), differing from their surround-
ing natural and rural areas (Howard, 1833; Oke, 1982). Geometry, spac-
ing and orientation of buildings and outdoor spaces as well as their
surface characteristics are key factors for the incidence of local microcli-
mates and the enhancement of UHIs in combination with EHEs. Sealed
2

surfaces (e.g. streets, concrete, roofs, parking spaces, industrial areas)
can absorb a high amount of radiation, thereby heating up in the pro-
cess, darker-coloured materials enhancing this process. Vegetation
areas (e.g. grass, bushes, trees, parks, etc.) have different characteristics
leading to a reduced heating process while receiving the same amount
of radiation. Estoque et al. (2017) examined the relationship between
land surface temperature (LST), spatial pattern of sealed surfaces and
green spaces. They found a strong correlation between mean LST and
the density of sealed surfaces (which enhance temperatures) and
green spaces (which decrease temperatures).

Changing surface characteristics affects LST distributions and, conse-
quently, leads to changes in bioclimatic conditions and human well-
being (Jenerette et al., 2016; Estoque et al., 2017; Tran et al., 2017). To
be able to assess bioclimatic conditions, various indices like the Univer-
sal Thermal Climate Index (UTCI) have been developed. Representing
an equivalent temperature for a given combination of wind, radiation,
humidity and air temperature (Jendritzky et al., 2012), the output de-
picts an assessment scale of ten categories from extreme cold stress
(around −40 °C) to extreme heat stress (above 46 °C). UTCI is capable
of representing bioclimatic conditions including local characteristics
and meteorological variables over time (Bröde et al., 2010; Blazejcyk
et al., 2012). By comparing the UTCI to other thermal indices like the
Standard Effective Temperature, Humidex, Physiological Equivalent
Temperature or Wind Chill Temperature, Blazejcyk et al. (2012) found
that: (1) UTCI is very sensitive to ambient changes, (2) represents spe-
cific climates, weather and locations and,most notably, (3) depicts tem-
poral variability of thermal conditions better than other indices. The
concept of UTCI calculations consists of meteorological input data, the
Fiala human Physiology and Thermal Comfort (FPC) model (Fiala
et al., 2010), an adaptive clothingmodel considering the clothingbehav-
iour of an urban population aswell as reference conditions (Bröde et al.,
2013; Jendritzky et al., 2012). Having been used in many recent studies
for the assessment of urban thermal stress focusing on local conditions
at both larger and finer scale (e.g. Blazejcyk et al., 2014; Park et al., 2014;
Ohashi et al., 2018; Kolendowicz et al., 2018; Weihs, 2019; Talhi et al.,
2020), UTCI can be considered as a widely recognised state-of-the-art
thermal comfort index.

UTCI calculations include Mean Radiant Temperature (MRT), which
describes the radiative heat exchange between the human body and its
environment, including all short- and long-wave radiation fluxes. MRT
is one of the key meteorological parameters presiding over the human
energy balance and the human thermal comfort (Lindberg et al.,
2008) and has the strongest influence on thermo-physiological indices
like the UTCI (Matzarakis et al., 2010). MRT calculations include the
Stefan-Boltzmann Law, which states that the total energy radiated per
unit surface area of a black body across all wavelengths per unit time
is directly proportional to the fourth power of the black body's thermo-
dynamic temperature. Therefore, LST plays an important role, influenc-
ing MRT and, consequently, UTCI calculations and values. Modelling
MRT involves complex simulations (Matzarakis et al., 2010). SOLWEIG
(Lindberg et al., 2008), ENVI-met (Bruse and Fleer, 1998) and RayMan
(Matzarakis et al., 2010) are three common models to simulate MRT
(Chen et al., 2014). All models have different approaches, carrying out
simulations in a 2Dor 3D environment. RayManand SOLWEIG are freely
obtainable, whereas ENVI-met is a commercial product. Additional
modelling approaches to simulate certain meteorological parameters,
urban microclimatic or bioclimatic conditions exist. Simulations on a
2D or 3D basis vary from: (1) using or coupling different software
(Coccolo et al., 2018; Leroyer et al., 2018; Broadbent et al., 2019;
Oswald et al., 2019), (2) including supplementary on site measure-
ments (Schwarz et al., 2012), (3) carrying out simulationsusing Compu-
tational Fluid Dynamics (CFD) software (Gromke et al., 2015; Toparlar
et al., 2015; Antoniou et al., 2019). CFD software enable the possibility
for simulations considering detailed characteristics of the urban physics
as well as essential meteorological parameters in a 3D or 2D environ-
ment (Blocken, 2015; Toparlar et al., 2017). However, these simulations



Y. Back, P.M. Bach, A. Jasper-Tönnies et al. Science of the Total Environment 756 (2021) 143732
are time consuming (especially with an increase in scale) and software
handling still requires a significant level of expert knowledge (Parham
and Haghighat, 2010; Broadbent et al., 2019). Despite these facts, com-
plexmeteorological parameters likewind velocity can be simulated and
analysed using CFD software, contributing to a better understanding of
the cities ventilation and its relation with the intensity of UHIs (Wong
et al., 2010; Ng et al., 2011; Wong and Nichol, 2013).

Using differentmodelling approaches, available software and on site
measurements, assessment of urbanheating has been conducted in sev-
eral case studies around the world, including policy approaches for ad-
aptation (Coutts and Harris, 2013; Blazejcyk et al., 2014; Park et al.,
2014; Jenerette et al., 2016; Talhi et al., 2020). Recent developments
emphasise on the planning support for long-term strategies to cope
with the consequences climate change poses, by identifying priority
areas for decentralised stormwater systems to maximise multi-
functionality (Kuller et al., 2017; Zhang and Chui, 2018; Kuller et al.,
2019; Zischg et al., 2019; Bach et al., 2020).

With this modelling approach, we want to emphasise the influence
that changing surface characteristics and associated surface temperatures
have onbioclimatic conditions andurbanheating.Wepresent a newsim-
ple and fast spatial modelling approach that is capable of carrying out
fine-scale simulations for LST, MRT and UTCI by leveraging the available
accuracy from remote sensing data and the capabilities of Geographic In-
formation System (GIS) software. Our modelling approach is based on a
fine-scale surface classification embedding important surface characteris-
tics, combined with the approach from Matzarakis et al. (2010) and
Bröde et al. (2010) including essential environmental andmeteorological
parameters. Simulations are carried out in a 2D environment offering the
opportunity for spatio-temporal evaluation of LST, MRT and UTCI distri-
bution across different city scales. This has never been explored explicitly
before. Additionally, the output raster dataset for a chosen study area in-
cludes LST, MRT and UTCI values for every single grid, only depending on
three input datasets and meteorological data.

Our modelling approach enables to assess urban thermal comfort
fast across different city scales and capabilities of supporting the process
for heat mitigation in urban planning. We demonstrate the capabilities
of our modelling approach in evaluating variable urban structure
types and their potential and constraints for decentralised stormwater
management based on Simperler et al. (2018)’s typology classes for
the alpine city of Innsbruck, the capital of Tyrol in western Austria.
These urban structures comprise different quantities of sealed and veg-
etated surface types, building shapes, orientation and height. Combin-
ing both approaches emphasises on the potential of multi-benefits
from decentralised stormwater systems to adapt to the challenges cli-
mate change poses. Our modelling approach is capable to support
urban planning for heat mitigation and the implementation of policy
suggestions to achieve sustainable development goals and other politi-
cal objectives.

2. Model overview

2.1. General model structure

Our fine-scale modelling approach operates on a geospatial raster
with a resolution of around 0.5 m (depending on available GIS data).
We use the freely available software System for Automated
Geoscientific Analysis - SAGA (Conrad et al., 2015) and the commercial
software ESRI ArcMap v10.6.1 (ESRI, 2019) to conduct calculations and
evaluate simulation results. Apart from onemetric (the Sky View Factor
- SVF), which was calculated using the SAGA package, all other spatial
processing and calculations were carried out in ArcMap v10.6.1 using
the Model Builder. Two self-constructed models classify and combine
the input datasets. A third self-constructed model carries out
calculations.

The modelling approach follows several key steps (see Fig. 1). The
first step prepares the input data comprising a digital elevation model
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(DEM), coloured-infrared (CIR) image and vector layer of building ge-
ometry. From this input, we use Eq. (1) (further explained in
Section 2.3) to calculate the Normalised Difference Vegetation Index
(NDVI), with which we identify eight different land surface classes to
which we append surface and thermal characteristics. Within a next
step, conducted datasets are combined together using the tool Combine
in ArcMap v10.6.1. This tool combines land surface classification, ther-
mal characteristics and surface characteristics, generating one single
dataset maintaining all information. From these and available meteoro-
logical data (which we append to the generated combined dataset), we
then adapt the approach from Matzarakis et al. (2010) and Bröde et al.
(2010) to first evaluate LST, followed by the MRT and finally the UTCI
for every cell within the input raster using Eqs. (2) to (13) (further ex-
plained in Sections 2.5 and 2.6). The model's output is a fine-scale map
of these three main indicators. The approach is static but can be evalu-
ated at different times of the day as long as relevant data sets are
available.

2.2. Input spatial and meteorological data

Three essential spatialmaps are required formodel input: (1) a DEM
raster, (2) a CIR-image and (3) a vector layer depicting building geom-
etry (ESRI Shapefile). The resolution of the raster datasets will deter-
mine the finest possible resolution of model output and need not be
the same depending on data availability. Furthermore, the model also
requires essential meteorological parameters, which are obtainable
from local or regional weather stations (close to or within the simula-
tion boundary). These parameters include air temperature (Ta), wind
speed (UWind), vapour pressure (Vp), cloudiness (N) and relative humid-
ity (RH). Depending on data availability, one or more meteorological
stations can be assigned to the simulation area or its parts. For example,
in one of our applications of the model, we use 10 parameter sets from
two stations representing 10 hduring thediurnal cycle on a hot summer
day with air temperatures exceeding 30 °C.

2.3. Apply surface classification

Pre-processing of input data is necessary in order to merge CIR-
images and extract the input datasets for the selected study sites. Vector
datasets are burnt to the input raster. To avoid areas of ‘no data’ due to
calculations using different formats (raster- and vector-based), we use
the tool Nibble in ArcMap v10.6.1 to replace ‘no data’ cells with the
values of the nearest neighbour (ESRI, 2019).

The next step is the calculation of the Normalised Difference Vegeta-
tion Index (NDVI),whichdisplays a spectrumused to classify vegetation
health and density (Bhandari et al., 2012; MacFaden et al., 2012). Al-
ready in 1979, C.J. Tucker studied and introduced the relationship be-
tween leaf water content and chlorophyll content and red and
photographic infrared radiances (Compton, 1979). Today, the NDVI is
a well-established and widely used index in many different sectors
(i.e. forestry, agriculture, urban planning, etc.) for land cover classifica-
tion (Bhandari et al., 2012; Hiscock et al., 2020), urban tree canopymap-
ping (MacFaden et al., 2012) or crop yield estimation (Bolten and Friedl,
2013; Huang et al., 2014). As a general linear and exponential relation-
ship between NDVI and LAI (Leaf Area Index) is existent, NDVI can also
be used to rapidly and non-destructively estimate LAI indirectly (Fan
et al., 2009). However, improvement in predicting LAI by NDVI is still
needed (Fan et al., 2009; Viña et al., 2011). Recently, Tan et al. (2020) in-
troduced a novel methodmonitoring LAI through remote sensing by in-
tegrating NDVI and Beer-Lambert law. Results show, that the modified
model is better than the two individualmethods, providing an improve-
ment in predicting LAI indirectly. A relationship between NDVI and LST
associated with urban land use types and patterns is also observable
(Yue et al., 2007), detecting a difference in vegetation cover as the pri-
mary cause of the UHI effect (Guiling et al., 2008; Guo et al., 2015; Jain
et al., 2020).



Fig. 1. Graphical illustration of the models key steps.
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Based on a land surface classification approach after Hiscock et al.
(2020), we determine the NDVI from CIR information. CIR data consists
of three bands: (1) Near Infrared (NIR), (2) the red portion of the visible
light spectrum (VIS.R) and (3) the greenportionof the visible light spec-
trum (VIS.G). Using Eq. (1) (ESRI, 2019), NDVI is calculated from NIR
and VIS.R information as:

NDVI ¼ NIR−VIS:R
NIRþ VIS:R

ð1Þ

Measuring the difference between the intensities of NIR [μm] and
VIS.R [μm], divided by the sum of these intensities, the NDVI provides
values ranging from−1 to 1. Values above zero are typically separated
into bands, which reflect the status of vegetation health (Gómez-
Mendoza et al., 2008), while values close to and below zero represent
non-vegetated surfaces. Water, in particular, has an NDVI value close
to −1.

In our approach, the NDVI is used to distinguish between eight sur-
face classes, which are used in the model (summarised in Table 1 with
associated NDVI ranges): street, concrete, very dry vegetation, dry vegeta-
tion, irrigated vegetation, wet vegetation, trees and buildings. To
4

differentiate between ground and building level, we use the building
layer and DEM to extract information about the vegetation health status
at both levels. To distinguish between the different levels, an additional
numbering is introduced (see Table 1). Numbers in brackets represent
vegetation on building level. This is sometimes necessary as buildings
in citiesmay contain green roofs, which provide a range ofmultiple ben-
efits to urban residents including heat mitigation, urban amenity and
stormwater management (Woods-Ballard et al., 2007; Coutts et al.,
2012; Gago et al., 2013).

2.4. Spatial mapping of thermal characteristics

In this step, we relate our classification to two essential parameters
required for determining our output temperatures: Bowen Ratio (Bo)
and Emissivity (ɛ). These properties are also necessary to weight the
eight different land surface cover classes according to their characteris-
tics in terms of vegetated and sealed surfaces (refer to Table 1). Bo de-
scribes the relationship between sensible heat and latent heat
(Bowen, 1926). A change from a natural to an urban environment re-
sults in an increase of Bo values. Lower values represent wet surfaces
with no sensible heat loss, whereas higher values represent dry surfaces



Table 1
Overview of model land surface cover classification, their associated NDVI bands, Bowen
Ratios and Emissivities.

Classification ɛ Bo NDVI Band Values

1 - Street 0.960 1.5 [−1.0, −0.08]
2 - Concrete 0.930 1.5 [−0.08, 0.01]
3 (9) - Very Dry Vegetation 0.952 0.8 [0.01, 0.15]
4 (10) - Dry Vegetation 0.962 0.5 [0.15, 0.2]
5 (11) - Irrigated Vegetation 0.976 0.2 [0.2, 0.3]
6 (12) - Wet Vegetation 0.990 0.1 [0.3, 1]
7 - Trees 0.983 0.3 [0.01, 1]
8 - Buildings 0.950 1.5 [−1, 0.01]
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with no evaporation. Emissivity ɛ of a surface represents the effective-
ness of emitting energy as thermal radiation and its ability to absorb in-
cident radiation explained by Kirchhoff's law (Karstädt et al., 1998). Bo
and ɛ values in our model were derived from the scientific literature
(Rubio et al., 1997; Snyder et al., 1998; Bradley et al., 2002; He and Li,
2011; Coutts and Harris, 2013; EPA, 2013; Kotthaus et al., 2014; Song
and Park, 2014; Humaida et al., 2016; Mandanici et al., 2016). Depend-
ing on surface classification type, we produce maps of our simulation
boundary for Bo and ɛ values using Table 1.

Using the ArcMap's Area Solar Radiation tool, we then calculate
global radiation (G), direct radiation (Di) and diffuse radiation (Dd)
using slope and aspect information from the DEM as well as radiation
parameters according to atmospheric conditions on the selected day.
The tool carries out calculations based onmethods from the hemispher-
ical viewshed algorithm after Rich et al. (1994) and further developed
by Fu and Rich (2000 and 2002) and implemented in ArcMap (ESRI,
2019). The outcome is a collection of raster maps comprising surface
classification and characteristics G, Di, Dd, Bo and ɛ. We also append the
necessary meteorological data to these maps (example in Table 2) and
proceed to evaluate LST and bioclimatic conditions (MRT and UTCI) as
outlined next. Before starting calculations, an output resolution is cho-
sen. In this study, the input DEM has an accuracy of 0.5 m, whereas
the CIR-image has an accuracy of 0.2 m. As only calculations using the
ArcMap's Area Solar Radiation tool depend on the DEM and the param-
eters Di, Dd and G are represented in W/m2, the output resolution is
set to 0.2 m.

2.5. Land surface temperature calculation

The calculation of land surface temperatures is based on the follow-
ing Eqs. (2) to (6) afterMatzarakis et al. (2010) and is dependent on the
Table 2
Meteorological data from the stations in Innsbruck, University of Innsbruck Station used
for case study sites IND, SHOP, TOWN and HDR, Innsbruck Airport Station used for case
study sites PUB and RES.

Time Station at the University of
Innsbruck

Station at the airport of Innsbruck

3rd of June 2019 3rd of June 2019

Ta Vp UWind N RHa Ta Vp UWind N RHa

[°C] [hPa] [m/s] [Okta] [%] [°C] [hPa] [m/s] [Okta] [%]

09:00 24.2 947.0 1.4 2.0 55.40 23.1 949.6 1.1 2.0 55.40
10:00 25.8 946.4 1,5 2.0 48.92 25.3 949.0 0.6 2.0 48.92
11:00 27.6 945.7 1,0 2.0 43.48 27.1 948.2 0.3 2.0 43.48
12:00 29.2 944.9 3.5 2.0 34.77 28.3 947.5 1.6 2.0 34.77
13:00 29.7 944.3 3.4 2.0 28.48 28.9 946.8 1.7 2.0 28.48
14:00 30.2 943.6 1.3 2.0 23.87 29.2 946.2 1.9 2.0 23.87
15:00 30.0 943.0 1.2 2.0 23.47 29.4 945.5 1.8 2.0 23.47
16:00 30.0 942.9 2.4 2.0 23.88 28.2 945.4 2.9 2.0 23.88
17:00 27.7 943.0 4.8 2.0 25.35 26.3 945.5 4.5 2.0 25.35
18:00 26.1 944.1 3.5 2.0 29.60 25.5 946.5 4.5 2.0 29.60

a RH is obtained at the Unit of Environmental Engineering located close to the airport of
Innsbruck.
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atmospheric radiation (A), long-wave radiation flux density emitted by
the surface (E), and the net all-wave radiation flux density (Q). Land
surface temperature Ts [°C] is defined by Eq. (2) as:

Ts ¼ Ta þ Q þ B

6:2þ 4:26∙UWindð Þ∙ 1þ 1
Bo

� � ð2Þ

where B is the Soil Flux [W/m2] and depends on Q defined by the rela-
tionship:

B ¼ −0:19∙Q Q>0
−0:32∙Q Q<0

�
ð3Þ

where Q is a function of A and E and can be calculated using Eq. (4):

Q ¼ ak∙Gþ A−E ð4Þ

After Kirchhoff's law, ak, the absorption coefficient of the irradiated
body surface area of short-wave radiation, is replaced by ɛ depending
on the surface classification. The relationship is implicit as Q incorpo-
rates E and E, in turn incorporates Ts, as can be seen in Eq. (5). Both
values E and Ts are the two unknowns evaluated iteratively by using
the system of Eqs. (2) and (5):

E ¼ ε∙σ ∙T4
s þ 1−εð Þ∙A ð5Þ

where σ is the Stefan-Boltzmann constant (5.67∙10−8 [W/m2K4]). To be
able to calculate Q and solve Eq. (5), A is estimated using the following
relationship:

A ¼ σ ∙T4
a ∙ 0:82−0:25∙10−0:0945∙Vp
� �

∙ 1þ 0:21∙
N
8

� �2:5
 !

ð6Þ

The system of equations is solved for each cell across the map inde-
pendently, producing an output of Ts that will vary across the different
surface cover types.

2.6. Quantifying bioclimatic conditions

2.6.1. Mean radiant temperature calculation
In their model RayMan, Matzarakis et al. (2010) presented an ap-

proach to approximateMRT described by Eqs. (7) and (8). Eq. (7) calcu-
lates T⁎MRT neglecting direct radiation, whereas Eq. (8) (which
incorporates Eq. (7)) calculates TMRT considering direct radiation.

T∗
MRT ¼ 1

σ
∙∑n

i¼1 E þ ak∙
Ddɛp

� �
∙Fi

� �0:25

ð7Þ

T⁎MRT includes the surrounding n isothermal surfaces, ak is the ab-
sorption coefficient of the irradiated body surface area of short-wave ra-
diation (standard value for the human body of 0.7), ɛp is the emission
coefficient of the human body (standard value of 0.97) and Fi the solid
angle portion factor.

TMRT ¼ T∗
MRT

4 þ f p∙ak∙I
∗

εp∙σ
� �

 !0:25

ð8Þ

TMRT is calculated incorporating T⁎MRT, considering the radiation in-
tensity of the sun on a surface perpendicular to the incident radiation di-
rection I⁎ including direct radiation. fP is the surface projection factor
and is calculated using Eq. (9) depending on the elevation of the sun γ
(Bröde, 2009).

f p ¼ 0:308∙ cos γ∙
0:998−γ2

48402

� �
ð9Þ
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To simulate TMRT on a 2D basis we reduce the number of isothermal
surfaces in Eq. (7) by using a two-directional approximation, summing

up solely radiative fluxes from the surface E þ ak∙
DS
εp

� �
and the atmo-

sphere Aþ ak∙
Dd
εp

� �
. Thus TMRT is estimated by:

TMRT ¼ 1
σ
∙ E þ ak∙

Ds

εp

� �
∙Fs þ Aþ ak∙

Dd

εp

� �
∙Fa

� �
þ f p∙ak∙I

∗

εp∙σ

� �0,25

ð10Þ

where Fs and Fa are the corresponding solid angle portion factors of the
ground surface and the atmosphere. This approach is different to the
six-directional method, which approximates the human body as a cube
and assigns different weighting coefficients to each of the six directions
of short- and long-wave radiation (Chen et al., 2014). In a full 2D ap-
proach without any information about three-dimensional structures
such as buildings and trees the factors Fs and Fa are set to 0.5. This is as-
sumed to be a fairly good approximation for open areas. However, im-
pairments in areas of an uneven terrain (e.g. street canyons
surrounded by large buildings) must be accounted for. DS in Eq. (10),
is the short-wave reflected global radiation from the surface and is cal-
culated as:

Ds ¼ 1−εð Þ∙ Dd þ Dið Þ ð11Þ

Because Fs and Fa in Eq. (10) have a significant influence on TMRT, we
adopt a second approach to calculate TMRT values, where radiative fluxes
from the surface and the atmosphere are weighted based on the Sky
View Factor (SVF), hence:

TMRT
∗¼ 1

σ
∙ E þ ak∙

Ds

εp

� �
∙ 1−

SVF
2

� �
þ Aþ ak∙

Dd

εp

� �
∙
SVF
2

� �
þ f p∙ak∙I

∗

εp∙σ

� �0,25
ð12Þ

The SVF describes the proportion of visible sky above one particular
observation point. SVF values vary from 1 for completely unobstructed
areas to 0 for completely obstructed areas (Böhner and Antonic,
2009). Many approaches exist to calculate the SVF for one particular
point, offered for example by the model RayMan (Matzarakis et al.,
2010). However, the SVF can also be stated for entire urban areas.
Middel et al. (2018) presented an approach to calculate the SVF for
urban areas using Google Street View. They analysed the SVF for differ-
ent cities around the world and presented footprint datasets. Li et al.
(2020) focused specifically on a SVF-based correlation of landscape
morphology and the thermal environment of street canyons. They
found a significant correlation among the SVF and temperature, relative
humidity and MRT of the street canyon. For open surfaces, roofs or tree
canopies the SVF is close to 1. SVF values close to 0 stand e.g. for surfaces
underneath trees orwithin narrow street canyons. To obtainmore accu-
rate information in this regard, we calculate the SVF using the software
SAGA (Conrad et al., 2015). As the algorithm of the SAGA-tool Sky View
Factor is raster based, the tool calculates the SVF based on the DEM
allowing us to append the output to the already existing raster dataset.

2.6.2. Universal thermal climate index calculation
UTCI can be either determined using the FPC-model (Fiala et al.,

2010) or a regression relationship. As running the thermoregulation
model repeatedly is too time-consuming at the spatial resolution of
our model, we calculate the UTCI as described by Bröde et al. (2012)
using an approximate regression function (Eq. (13)). This relationship
includes allmain effects and interaction termsup to the sixth order. Em-
bedded in the software source code provided by Bröde (2009) (avail-
able at: http://www.utci.org/utci_doku.php), we adapted the specific
part of the model's code for calculating UTCI values and included it
into our calculation module. Specifically:
6

UTCI ¼ Ta þ Offset Ta, TMRT
∗−Ta,UWind, PVapour

� � ð13Þ

where PVapour is the water vapour pressure [kPa] calculated using the
same software source code provided by Bröde (2009). It includes a cal-
culation procedure for saturated vapour pressure over water for input
air temperature according to Hardy (1998) and requires RH as its input.
The output values for PVapour will be in [hPa] and needs to be converted
into [kPa] before they can be used in Eq. (13). Based on Bröde et al.
(2012), the root mean squared error of this approximation is 1.1 °C.

After completing this final model step, the outputs comprise raster
datasets with an accuracy <0.5 m, incorporating information about air
temperature, vapour pressure, wind speed, cloudiness, surface classifi-
cation, surface emissivity, Bowen ratio, global radiation, direct radiation,
diffuse radiation, atmospheric radiation, long-wave radiation flux den-
sity emitted by the surface, sky view factor, surface temperature,
mean radiant temperature and UTCI for every single grid of the raster
dataset. This information can then be analysed further and investigated
alongside other spatial data sets for the simulation region. We demon-
strate this in the next sections when we apply our approach to several
case study areas in Innsbruck, Austria.

3. Model testing & application

3.1. Case study description

To cope with the challenges climate change poses, the city of Inns-
bruck started putting focus on implementing adaptation measures
such as blue-green infrastructure or decentralised stormwater systems.
Primarily designed to decouple rainwater and reduce pressure from the
urban drainage system (Butler and Parkinson, 1997; Woods-Ballard
et al., 2007; Torgersen et al., 2014; Mikovits et al., 2017; Gonzalves
et al., 2018), decentralised stormwater systems generate multi-
benefits by offering infiltration, evapotranspiration and storage capabil-
ities. Including, to a large extent, identical techniques (Fletcher et al.,
2014), blue-green infrastructure and decentralised stormwater systems
contribute to a reduction of sealed surfaces, consequently enhancing
vegetated areas in the cities (Coutts and Harris, 2013; Gago et al.,
2013; Hansen et al., 2019). These effects result in a reduction of urban
heating, mitigate the UHI effect and improve bioclimatic conditions
(EPA, 2008; Foster et al., 2011; Coutts et al., 2012; Jones and Somper,
2014; and Stangl et al., 2019). To prepare for future challenges, the
city of Innsbruck is currently developing long-term strategies to im-
prove climatic conditions across different urban structures. With regard
to the multi-functionality of such adaptation measures, the selection of
the case studies is based on the differentiation of urban structure types
and their potential and constraints for decentralised stormwater man-
agement based on Simperler et al. (2018)’s typology classes. We select
six unique case studies of different urban structure types in the city of
Innsbruck. Fig. 2 depicts the different sites including: (IND) Operating
areas and industry, (SHOP) Office administration trade and commerce,
(TOWN) City centre downtown building mixed utilisation high sealing
and density, (PUB) Public facilities, (HDR) Multistorey residential area
with high sealing and density, (RES) Residential area with low sealing
and density. These structure types exhibit different building shapes,
sizes and orientations from small houses to large commercial buildings,
from enclosing narrow streets to wide-open parking spaces. Further-
more, the sites differ in terms of vegetated and sealed surfaces. These
specific characteristics affect the condition of urban micro- and biocli-
matic conditions. Building and tree height as well as the distance be-
tween them favour the occurrence of shadows throughout the day.
Shadows aswell as the composition of vegetated and sealed surfaces in-
fluence surface temperatures. The chosen study sites represent typical
urban structure types found in alpine cities and encompass important
characteristic variations essential for microclimatic conditions.

http://www.utci.org/utci_doku.php


Fig. 2. Six different urban structure types selected after the approach of Simperler et al. (2018) for Innsbruck, Austria categorised as: (IND) Operating areas and industry, (SHOP) Office
administration trade and commerce, (TOWN) city centre downtown mixed utilisation, (PUB) Public facilities, (HDR) Multi-storey residential and (RES) Residential area.
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3.2. Data acquisition and model setup

Weuse a DEM raster with an accuracy of 0.5m and a CIR-image ras-
ter with an accuracy of 0.2 m. DEM and CIR-imagery were provided by
the local government Land Tirol, as is a freely available building vector
layer of Tyrol (ESRI Shapefile format).

Essential meteorological parameters were obtained from two mete-
orological stations in Innsbruck (Station at the University of Innsbruck
and Station at the airport of Innsbruck) managed by the ZAMG
(Zentralanstalt für Meteorologie und Geodynamik, Innsbruck) and
from one station managed by the Unit of Environmental Engineering
of the University of Innsbruck (see Table 2). Due to their geographic lo-
cation, we use the dataset from the station at the University of Inns-
bruck, located in the city centre, for sites IND, SHOP, TOWN and HDR
and the dataset from the station at the airport (west of the city centre)
for sites PUB and RES. RH is the only parameter obtained at the Unit of
Environmental Engineering, located close to the station at the airport
of Innsbruck. With the available data, we proceeded with analysing
our six sites using the aforementioned methodology.

In the following Section 4,we analysed outputs of LST,MRT andUTCI
across six unique urban structure types to show the capabilities of our
modelling approach, evaluating: (1) the correlation between the rela-
tionship of sealed and vegetated surfaces and LST, (2) the correlation
between LST and varying urban structure types, (3) diurnal LST distri-
butions and fluctuations for 12 different surface classes, (4) distribu-
tional patterns of LST, MRT and UTCI, (5) the influence of MRT on
UTCI values and (5) the correlation between LST, MRT and UTCI on a
7

very fine scale. These analyses were followed by an evaluation of the
study results andmodel outputs, where we took a closer look on the ef-
fects of the SVF onMRT calculations as well as on the influence of mete-
orological data on the outcomes. Finally, to assure plausibility of our
results, we compared the outcomeswith results from the current scien-
tific literature and discussed limitations of our modelling approach and
suggestions for future studies.

4. Results & discussion

4.1. Ts, TMRT
⁎ and UTCI for varying urban structure types

The relationship between sealed and vegetated surfaces plays a vital
role and appears differently across the six study sites (see Table 3).
Table 3 shows the 12 surface classes and additionally four aggregated
classes derived from the land surface classification: Sealed Surfaces, Veg-
etated Surfaces, Green Roofs and Buildings. It is clearly visible that none of
the six structure types has a high rate of green roofs. Non-residential
and high-density residential structure types (IND, SHOP, TOWN and
HDR) have a high degree of sealed surfaces (close to and above 50% of
the associated area). Downtown structure type (TOWN) shows a degree
of vegetated surfaces below 10%, whereas public facilities (PUB) and
residential areas (RES) have higher degrees of vegetated surfaces (up
to 50% of the associated area).

Spatial trends are reflected in overall Ts values within the different
urban structure types (see Table 3). Structure type PUB and RES with
the highest degree of vegetated surfaces exhibit the lowest minimum,



Table 3
Percentage distribution of 12 surface classes as well as sealed surfaces, vegetated surfaces,
green roofs and buildings and overall minimum, maximum andmean Ts values for the six
unique urban structure types at 14:00.

IND SHOP TOWN PUB HDR RES

[%] [%] [%] [%] [%] [%]

1 - Street 44.18 36.66 31.03 7.39 26.27 8.23
2 - Concrete 11.54 10.84 16.51 20.73 14.93 20.85
3 - Very Dry Vegetation 3.52 4.79 1.49 8.35 4.40 7.84
4 - Dry Vegetation 1.04 3.56 0.25 2.15 0.94 2.24
5 - Irrigated vegetation 2.68 4.70 0.52 3.85 1.79 5.66
6 - Wet Vegetation 4.75 8.84 1.30 9.38 6.92 20.88
7 - Buildings 23.46 19.83 42.84 27.28 32.03 16.86
8 - Trees 7.30 3.38 3.35 18.07 10.24 14.22
(9) - Very Dry Vegetation 0.49 3.50 1.37 1.79 1.76 2.46
(10) - Dry Vegetation 0.11 1.46 0.33 0.65 0.10 0.20
(11) - Irrigated vegetation 0.43 1.60 0.38 0.24 0.19 0.25
(12) - Wet Vegetation 0.50 0.83 0.64 0.11 0.44 0.38

Sealed Surfaces 55.72 47.51 47.54 28.12 41.20 29.08
Vegetated Surfaces 19.29 25.28 6.91 41.80 24.28 50.76
Green Roofs 1.53 7.38 2.72 2.80 2.49 3.29
Buildings 23.46 19.83 42.84 27.28 32.03 16.86

[°C] [°C] [°C] [°C] [°C] [°C]
Minimum Ts 27.88 27.88 27.88 27.26 27.88 27.30
Maximum Ts 56.47 56.47 56.41 51.73 56.56 51.81
Mean Ts 46.31 45.51 42.90 39.83 41.70 38.47

Numbers in bold represent the largest components across all surface classeswithin the dif-
ferent structure types.
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maximum andmean Ts values. The highestmean Ts values appear in op-
erating and industry areas (IND), where the infrastructure is planned to
operate in the most productive way, forgoing the need for extensive
vegetation cover and high density of buildings. Therefore, no shadows
due to narrow streets or tall buildings occur and wide-open spaces
allow a high penetration of radiation from the sun. Lower mean Ts in
the high-density downtown (TOWN) and multi-storey residential
(HDR) structure types can be explained with a higher degree of shaded
surfaces caused by narrow streets and a higher number of gable roofs,
thereby reducing temperatures along the faces orientated away from
the sun. Additionally, the multi-storey residential (HDR) form includes
inner courtyards surrounded by the building envelope. This combina-
tion increases the appearance of shadows and vegetation and, conse-
quently, reduces temperatures.

Fig. 3 visualises the aforementioned relationship between Ts and dif-
ferent urban structure types. Temperature patterns and distributions
can be seen in the individual maps and the associated histograms. A
closer look at the histograms reveals distributional patterns towards
lower Ts for urban structure types containing more vegetated surfaces
(PUB and RES) or shadows (TOWN and HDR). Conversely, patterns
tending towards higher temperatures can be seen in urban structure
types containing a higher degree of sealed surfaces (IND and SHOP). De-
spite extensive shadowing and lower Ts mean values, compared to the
structure types IND and SHOP, highly dense forms (TOWN and HDR)
also exhibit the highest Ts values. Furthermore, histograms peak at spe-
cific temperature ranges. These peaks can be related to the occurrence
and frequency of specific surface classes. Compared to the structure
types IND, TOWN and HDR, offices and commerce areas (SHOP) contain
the highest degree of vegetated surfaces. Consequently, specific peaks
appear highest in the histogram for structure type SHOP. They point
out four vegetation classes for specific temperature ranges: (1) very
dry vegetation (temperature range from 47.0 °C to 48.5 °C), (2) dry veg-
etation (temperature range from 43.0 °C to 45.0 °C), (3) irrigated vegeta-
tion (temperature range from 37.5 °C to 39.5 °C) and (4)wet vegetation
(temperature range from 33.5 °C to 35.5 °C). The highest peak
exhibiting temperatures above 51 °C represents sealed surfaces. The
lowest peak, exhibiting temperatures below 30.0 °C, represents shady
areas. As with structure type TOWN, vegetation cover is low to negligi-
ble and peaks between the temperature extremes therefore vanish. In
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this case, lower temperatures can be attributed to the appearance of
shadows. The opposite is the case for structure type RES. Proportion of
sealed surfaces and buildings are significantly lower, reducing the
high temperature peaks. Additionally, approximately 35% of the vege-
tated surfaces are classified as tree or wet vegetation, leading to the dis-
appearance of the peaks between the extreme temperatures and
creating a higher peak of low temperatures. Apart from the vegetation
effect, lower Ts maximum values in structure types PUB and RES can
also be traced back to differences in themeteorological datasets (further
explained in Section 4.2).

Fig. 4 compares diurnal Ts profiles for the different surface classes (1
to 12) shown as an example for sites SHOP and RES. These graphs not
only reveal higher values for classes representing sealed surfaces but
also greater diurnal fluctuations. In addition, vegetation classes
representing irrigated vegetation, wet vegetation and tree clearly exhibit
lower temperatures and less diurnal fluctuation compared to dry vege-
tation and very dry vegetation.

Surface characteristics have a strong effect on Ts, TMRT
⁎ and UTCI

values (see histograms in Fig. 3), which is consistent with previous re-
ports (Lindberg et al., 2008; Matzarakis et al., 2010). Distributions to-
wards extreme values, as well as particular peaks within the
histograms strongly correlate to each other. In Section 4.2 Evaluation
of the study results and the model output and in 4.3 Sensitivity
analysis, we have a closer look on the effects of specific parameters on
the target variables (Ts, TMRT

⁎ and UTCI values).

4.2. Evaluation of the study results and the model output

We carried out MRT calculations using the 2D approach for open
areas (TMRT) and the SVF-approach (TMRT

⁎). Comparing the outcomes of
both approaches, shows discrepancies in temperature values and distri-
butions. With low SVF values, calculations for TMRT

⁎ are to a higher de-
gree determined by the radiative fluxes from the surface. This leads to
higher temperature values especially in obstructed areas (e.g. narrow
streets). Discrepancies in temperature values can vary up to 14.3 °C, as
can be seen in Fig. 5. Temperature differences mainly depend on SVF
values (lower values lead to higher temperature differences) and sur-
face classification type (low discrepancies appear on vegetated surfaces,
whereas higher discrepancies appear on sealed surfaces). Using the
SVF-approach increases the sensitivity of surface characteristics and its
radiative fluxes.

As already mentioned in Section 4.1, different meteorological condi-
tions in typologies PUB and RES compared to IND, SHOP, TOWN and
HDR significantly influence temperature values. Ts values for structure
type RES, for example, reach temperatures as high as structure type
SHOP at 11:00 o'clock (shown in Fig. 4). At 14:00 o'clock, temperatures
in structure type RES are lower, compared to temperatures in structure
type SHOP. This can be traced back to different meteorological condi-
tions. At 11:00 o'clock air temperatures only differ slightly from each
other, but for structure type RES, wind speed was much lower. This
leads to higher temperatures and extreme values in typology RES. At
14:00 o'clock air temperatures were lower and additionally wind
speed was slightly higher in structure type RES. This results in lower
temperatures and extreme values.

4.3. Sensitivity analysis

A detailed view of the commercial and trade area (SHOP) (see Fig. 6)
shows Ts, TMRT

⁎ and UTCI values for this particular extent. Primarily, this
emphasises modelling approach's capabilities to analyse LST, MRT and
UTCI for numerous surface classes at a fine spatial scale. Furthermore,
it shows how target variables (Ts, TMRT⁎ and UTCI values) are dependent
on different surface classes and associated Bo and ɛ values, as well as by
the orientation of the surface.

Specific locations aremarkedwith a dotwithin themap extent of the
CIR-image. The placement and numbering of dots correspond to the



Fig. 3. Ts, TMRT
⁎ and UTCI distribution for different urban structure types.
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Fig. 4. Diurnal Ts distribution for different surface cover classes in urban typologies (SHOP) Office administration trade and commerce and (RES) Residential area.
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Fig. 5. Differences in MRT using the 2D approach for open areas (TMRT) and the SVF-approach (TMRT
⁎).
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surface classes (1–12). Differences in Ts values between the surface clas-
ses wet vegetation (class 6 and 12) and street (class 1) are as high as
12.7 °C. This leads to differences of 8.2 °C in TMRT

⁎ values and 2.0 °C in
UTCI values respectively. Point 8 is classified as tree and is set on top
of the trees canopy slightly towards the face oriented away from the
sun. In addition to the effect of a low Bo, impact of shadow is also appar-
ent in this specific example. This leads to Ts value differences of 15.4 °C
between the surface class tree and the surface class street. Consequently,
TMRT

⁎ value differences reach 26.5 °C, resulting in UTCI value differences
of 6.6 °C. In terms of thermal stress, point 8 (class 8 - tree) can be
categorised as “no thermal stress”, whereas point 1 (class 1 - street)
can be categorised as “moderate heat stress”, after the UTCI assessment
scale, considering environmental conditions in this example.

To emphasis on the influence Bo and ɛ values have on the target var-
iables, we change the values for these parameters in the calculations for
Ts, TMRT

⁎ and UTCI, leaving all other values unchanged. Since calculating
different Bo and ɛ values for one area would be too time consuming,
we extract all necessary parameters and values from one cell and ana-
lyse changes of the target variables for oneparticular time step. The cho-
sen cell is indicated with a SVF of 0.98, allowing a high amount of
radiation from the sun to reach the surface. The time step is 12:00
o'clock with air temperature reaching 29.2 °C, as indicated in Fig. 6.

An increase of ɛ values describes the difference from a brighter to a
darker coloured surface. An increase of Bo values describes the differ-
ence from a porous wet vegetated surface to a sealed surface. Different
Bo and ɛ values affect Ts, TMRT

⁎ and UTCI values differently. As was ex-
pected beforehand, an increase in Bo and/or ɛ values leads to an increase
of Ts values and vice versa, with Bo having a greater effect (see Fig. 7).
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Furthermore,with an increase of Bo values, Ts values showhigher fluctu-
ation than TMRT

⁎ and UTCI values. An increase in Bo values also increases
TMRT

⁎ and UTCI.
However, the datasets also show that TMRT

⁎ andUTCI behave contrary
to Ts, as these values decrease with an increase in ɛ and increase with a
decrease in ɛ (see Fig. 7). The datasets show that: (1) - Brighter coloured
surfaces (low ɛ value) do not heat up as much as darker coloured sur-
faces (high ɛ value). (2) - Brighter coloured surfaces (low ɛ value) reflect
a high amount of shortwave radiation, (3) - leading to an increase of the
apparent temperature (TMRT

⁎ and UTCI values), (4) - with an increase in
Bo values enhancing this process. Having a closer look at Eq. (11), an in-
crease in ɛ values towards 1, will lead to a decrease of reflected short
wave radiation (Ds) towards 0. Consequently, this leads to lower TMRT

⁎
values in Eq. (12) and thus lower UTCI values in Eq. (13). (5) - TMRT

⁎
and UTCI are more sensitive to changes in ɛ values, whereas Ts is more
sensitive to changes in Bo values.

Results in Fig. 6 also show different temperature distributions when
comparing areas with flat and gable roofs. Temperatures of gable roofs
change significantly depending on the position of the sun, whereas
flat roofs show different temperatures depending on the vegetation
availability and health. However, flat roofs without vegetation generally
show lower temperatures than the sides of a gable roof facing the sun.
Green roofs including healthy vegetation show lower temperatures as
compared to the side of a gable roof orientated away from the sun.

These values are representative for this specific example on June 3rd
at 12:00 o'clock, with an air temperature of 29.2 °C. Values and differ-
ences will definitely change depending on daytime and meteorological
conditions.
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Fig. 7. TS, TMRT* and UTCI values depending on Bo and ε values including a detailed extract of relevant ε range in this study.
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4.4. Plausibility of model output

Regarding the simulation of surface temperatures, we use well-
established physical relations in themodel set-up, combinedwith accu-
rate input datasets of spatial and meteorological data. Therefore, we
have a high degree of confidence in the resulting LST. Since the conduc-
tance of highly resolved LSTmeasurements was not within the scope of
this study, we compare the range and gradients of LST output to LST
measurements of previous studies conducted under similar conditions.
These comprise LST measurements at the latitudinal range 46.5°- 47.6°
(Innsbruck: 47.3°) for the cities Basel, Switzerland and Bozen/Bolzano,
Italy, at hot summer days with little cloud cover. LST simulations for
Innsbruck showed values ranging from 20.8 °C up to 56.5 °C depending
on surface characteristics and time of the day. Leuzinger et al. (2010)
scanned parts of the city Basel from a helicopter using a high-
resolution thermal camera and found LSTs ranging from 18 °C (Water)
to 60 °C (buildings) with a mean air temperature during the flight of
25.1 °C. Hammerle et al. (2016) carried out LST measurements in
Bozen/Bolzano, in the northern-most part of Italy investigating the at-
mospheric correction of landscape-scale thermography and found
LSTs ranging between 10 °C and 70 °C.

Considering that our modelling approach neglects water surfaces
and that the meteorological conditions vary slightly, our results show
good agreementwith LST values from these two studies. This is also vis-
ible when taking a closer look on different surface types. According to
Leuzinger et al. (2010) the lowest values appear on water surfaces
(18 °C) and shaded areas (around 22 °C). Vegetated surfaces show tem-
peratures around 26 °C, whereas sealed surfaces show wide-spread
values around 37 °C. The highest values appear on building roofs
(45 °C and higher). Hammerle et al. (2016) also showed water
exhibiting the lowest temperatures while the highest appeared on
building roofs. While absolute values vary, we find consistent distribu-
tion patterns for different land surface types and diurnal variations in
studies from other regions (Coutts and Harris, 2013; Jenerette et al.,
2016). As for example, we found wet vegetation to reach lower LST
values compared to dry and very dry vegetation, with a difference of
2.0 °C and 8.9 °C respectively (see Fig. 6). Analysing urban heating in
Melbourne, Australia, Coutts and Harris (2013) found irrigated grass
to be 3.58 °C to 5.19 °C cooler than non-irrigated grass.
Fig. 6. Detailed View of Ts, TMRT
⁎ and UTCI values for different surface cover classes (1−12). Pla

For better visualization, we have chosen to represent UTCI values using a different colour codi
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Regarding MRT and UTCI, our modelling approach comprises a 2D-
approximation. In contrast to LST, MRT and UTCI are derived variables
and cannot be measured by airborne remote sensing. To assure the
plausibility of our results, we compare the output with results from
other studies using more complex modelling approaches in combina-
tion with measurements. Chen et al. (2014) compared MRT values
from a field experiment and modelling in Freiburg, Germany, at 48.0°
latitude. The studies were carried out in August 2010 with air tempera-
tures exceeding 30 °C. Depending on themodel (ENVi-met, SOLWEIG or
RAYMAN) and on-site measurement technique, they foundMRT values
around 55 °C at noon. The study sitewas located on grass surrounded by
trees and buildings. Using the SOLWEIGmodel, Aminipouri et al. (2019)
investigated MRT values across different local climate zones in Vancou-
ver, Canada, at 49.3° latitude. During a heat wave in July 2009 with air
temperatures reaching 34 °C, average MRT values ranged from 35 °C
(shady areas) to 54.4 °C (exposed areas) for a period from 09:00 to
18:00 o'clock. The values from these two studies are comparable to
the results from our modelling approach where MRT values range be-
tween 26 °C and 30 °C for shady areas and reach 65 °C for exposed
areas. Park et al. (2014) applied the UTCI to analyse microclimatic con-
ditions in Nanaimo, Canada, and Changwon, republic of Korea, at 49.2°
and 35.2° latitude respectively. They also report values around 50 °C
to 60 °C in exposed areas, 40 °C to 50 °C in narrow streets and 15 °C to
40 °C in shady areas. UTCI values for the study area in Changwon
show strong heat stress (34 °C) in sunny (exposed) areas and no ther-
mal stress (24 °C) in shady areas. In Nanaimo, the highest UTCI values
occurred in the afternoon showing strong heat stress (38 °C) in sunny
(exposed) areas and moderate heat stress (29 °C to 30 °C) in shady
areas. These results show good agreement with UTCI values conducted
using our modelling approach, with values ranging between 21 °C and
39 °C depending on surface characteristics and time of the day. Their
findings also stated higher UTCI values (1 °C to 2 °C) in sunny (exposed)
areas closer to building walls than farther away. This phenomenon is
also visible in our results, especially for UTCI values conducted with cal-
culations for MRT using the SVF-approach. Global radiation, approxi-
mated in our modelling approach using the tool Area Solar Radiation in
ArcMap v10.6.1, was compared to the data sets from the ZAMG
(Zentralanstalt für Meteorologie und Geodynamik, Innsbruck). When
setting up the tool Area Solar Radiation, radiation parameters were
cement and numbering of dots in the CIR-image correspond to the surface classes (1–12).
ng then the actual UTCI assessment scale.
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selected accordingly to match the global radiation values and diurnal
variations recorded by the ZAMG at the two stations. Highest global
radiation values in our simulations occurred at noon reaching
965.12W/m2. Highest global radiation values recorded by the ZAMGoc-
curred at 11:00 o'clock reaching 944W/m2, whereas at noon values re-
corded reached 935 W/m2.

Overall, comparison of our resultswith reports from the scientific lit-
erature shows a good agreement of LST,MRT andUTCI values and distri-
butions for different land surface types as well as diurnal variations.
While the evaluation of different times of the day is possible with our
modelling approach, the calculation of LST, MRT and UTCI is static with-
out interaction between different model grid cells. The model does not
incorporate wind velocity simulations, simulations describing the tem-
perature interaction between air and water as well as the horizontal
heat transfer above the surface. Therefore, precise on-site measure-
ments and further in-depth analysis are essential.

5. Future work and application for planning processes

Several avenues for future work exist and could include a compari-
son of the presented approach to more complex methods, e.g. by inte-
grating spatially resolved datasets of the parameters wind and water,
simulated using appropriate software. On-site measurements using re-
mote thermal imagery as well as specific measurements contributing
to a better understanding of different surface characteristics (e.g. Bo
and ε) within the urban areas used in this study could improve the
setup, validating the modelling approach at the same time. The fact
that brighter coloured surfaces (lower ε values) increase the amount
Fig. 8. (a) - Citywide identification of hot spots of sealed surfaces, (b) - Local in-depth analysis
interest.
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of reflected shortwave radiation (Ds) and consequently increase the ap-
parent temperature (MRT and UTCI values), must be given more atten-
tion, as high-albedo surfaces are a common strategy for urban heat
mitigation (Falasca et al., 2019). In their studies, Erell et al. (2014) and
Falasca et al. (2019) already pointed out on the effect of heat stress
due to high-albedo surfaces and sensitised for careful application.

We have introduced a rapid fine-scale approach to model LST, MRT
and UTCI values for different urban forms. The approach is replicable
and applicable in any urban environment from a small municipality to
a big city, with respect to their geographic locations and climatic condi-
tions. The approach and its results can be used to identify priority areas
for adaptation measures on different scales throughout the cities and
can serve as a tool for urban planners as well as for the implementation
of effective policy suggestions.

At the regional scale, the surface classification used in this ap-
proach, covered with a 50 m × 50 m grid, can be used to identify
areas with higher degree of sealed surfaces, an example of which is
illustrated in Fig. 8. By extracting single areas with different degrees
of surface sealing (Example 1–3 in Fig. 8), a correlation with certain
urban forms can be detected. Having detected hot spots of sealed
surfaces at the regional scale (in Fig. 8 an area representing the struc-
ture type SHOP was chosen), further in-depth analyses at the local
scale and microscale are possible for different time steps, using the
presented approach to model LST, MRT and UTCI values. Due to
high accuracy in the output datasets, it is possible to analyse climate
change adaptation measures e.g., occurrence, shape and vegetation
health status of green roofs and detect suitable locations at the
local scale and the microscale.
modelling LST, MRT and UTCI for different time steps, (c) - Fine-scale study of the area of
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Areas of urban thermal discomfort can be detected and suggestions
for adaptation measures can be made. To enhance synergies and multi-
ple benefits from implementing decentralised stormwater systems and
blue-green infrastructure to cope with the challenges that climate
change poses, we suggest combining our approach and results with ap-
proaches fromdifferent fields. For example: By combining our approach
with the differentiation of urban structure types and their potential and
constraints for decentralised stormwater management (e.g. Simperler
et al., 2018), placement of specific decentralised stormwater tech-
niques, offering infiltration, evapotranspiration and storage capabilities
among many other ecosystem services (Kuller et al., 2017), could be
optimised to mitigate urban heat and reduce pressure on the urban
drainage system at the same time.

Results from our approach (and combinations with other methods
from different fields) can be of high value for urban planners and for
the implementation of effective policy suggestions. Hence, our approach
can contribute to achieve sustainable development goals (e.g. SDG 11 -
Sustainable cities and communities) in the Agenda 2030 and other po-
litical objectives (UN, 2015 and Franco et al., 2020).

6. Conclusion

We presented a fast and simple spatial modelling approach that is
capable of carrying out fine-scale simulations for land surface tempera-
ture (LST),mean radiant temperature (MRT) andUniversal Thermal Cli-
mate Index (UTCI) in a 2D environment. We demonstrated the models
capabilities by simulating and evaluating these variables for varying
urban structure types in the alpine city of Innsbruck, Austria. Key find-
ings include:

• Contrasts between sealed and vegetated surfaces are reflected in sur-
face temperatures,

• some urban typologies make up for the lack in vegetation by provid-
ing ample shading within their environment,

• distribution patterns and values of LST, MRT and UTCI across different
structure types correlate with the appearance and frequency of spe-
cific surface classes,

• the effect of anthropogenic surfaces and building geometry (i.e. roof
type and orientation) becomes more visible when diurnal patterns
are observed,

• Sky View Factor has a substantial impact on calculations for biocli-
matic conditions,

• high-albedo surfaces decrease LST but increase the apparent temper-
ature (MRT and UTCI values) effecting human thermal comfort,

• MRT and UTCI are more sensitive to changes in emissivity values,
whereas LST is more sensitive to changes in Bowen Ratio values and

• trading model complexity for a fast, simplified approach applied to a
fine-scale resolution appears to be adequate in providing valuable in-
sights about urban bioclimatic conditions.

Only minimal input data is necessary and the ability to leverage the
available accuracy from remote sensing data in a Geographic Informa-
tion System (GIS) software is given. The modelling approach is capable
to assess urban thermal comfort fast across different city scales and to
support urban planning processes for heat mitigation as well as the im-
plementation of effective policy suggestions to achieve sustainable de-
velopment goals and other political objectives. We see significant
potential in applying our modelling approach to identify priority areas
for adaptation measures and to maximise the multi-functionality of
heat mitigation solutions such as blue-green infrastructure in urban
areas.
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